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In ptychographical imaging with X-ray or electron beam, the recorded speckle intensity pattern of far field diffraction
was often saturated by the presence of strong zeroth-order which was undesirable. A beam-stop was widely used to
block the area of strong central diffraction in the pattern. The image was then reconstructed by disregarding the
diffraction constraints within that area where inaccuracies exists due to saturation or blocking of the beam. Though
reconstructions were obtained in this way by omitting saturation regions, the rationale behind this method was not
discussed in detail and its effect on the final image quality was not studied. The physics of this method was analyzed
theoretically and experimentally in this study. The convolution effect between illumination and object functions was able
to retrieve and bring back the information lost in the blocked or saturated area from its neighborhood. This was possible
while the saturated or blocked area was not wider than the spectral width of illumination, and once it exceeds this mini-
mum, the quality of reconstruction would degrade seriously. The theoretical model was verified by numerical simulations
and experiments.

Keywords: phase measurement; phase retrieval; image reconstruction; coherence imaging

1. Introduction

In microscopic imaging with electron beam and X-ray,
the spatial resolution that can be reached is mainly lim-
ited by the optics quality rather than by the diffraction
limit. For example, due to the lack of high-quality optics,
the highest spatial resolution reached with the electron
microscope is only about 0.2 nm, which is much lower
than the wavelength of 0.025 Å for 200 kV electron [1].
To circumvent the difficulty in getting high-quality opti-
cal elements, lensless imaging techniques including
holography and coherent diffraction imaging (CDI) were
developed to improve the spatial resolution without using
high-quality optics [2]. The algorithm of CDI was firstly
proposed in 1970s [3–5], and latterly developed by
Gerchberg and Saxton [6], Fienup [7,8], and Nellist
et al. [9] Owing to the simplicity in its setup and its
lower requirement on the environment, CDI has received
much attention and became quite successful in observing
the sample with nanometer resolution [10–12]. However,
it still suffers from disadvantages including stagnation,
low convergence, and limited field of view [13–15]. To
overcome these limitations, ptychographical iterative
engine (PIE) algorithm was proposed [16] by combining
the ideas of conventional ptychography and iterative
phase retrieval. This proved to be a powerful technique
to reconstruct the scattered wavefront by laterally shift-
ing the illumination relative to the specimen. Making use

of several diffraction patterns recorded by placing the
incident beam at different positions, the complex trans-
mission function of the specimen can be recovered in its
amplitude and phase, and thus the structural information
of specimen to be studied can be obtained. Compared to
other CDI methods, PIE has wider field of view, faster
computation convergence, and higher stability. With such
merits, the PIE method has attracted much attention in
recent years and has been successfully realized with
visible light, hard X-rays, and electron beam [17–21].
Thibault introduced a probe retrieval into ptychography
for scanning X-ray diffraction microscopy and this
algorithm was named ePIE (extended ptychographical
iterative engine) by Maiden [19], which could recon-
struct the illumination probe and the sample simultane-
ously, and hence overcomes the difficulty of estimating
the illumination in advance and enhances the practical
use of PIE. Zhang [22] and Maiden [23] proposed the
cross correlation algorithm and anneal arithmetic algo-
rithm, respectively, to solve the problem of PIE in find-
ing the correct positions of illumination probe relative to
the sample being studied. This makes PIE algorithm to
drop off the dependency of resolution on the accuracy of
the scanning mechanism. However, in order to reach the
spatial resolution determined by numerical aperture of
the setup, the dynamic range of detector should be care-
fully considered in practical experiments. The sample
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studied with PIE technique is always weakly scattering
and most part of the illumination beam is transmitted
directly; almost without any change, and leaves a strong
zero-order diffraction on the recording plane. Only a
small portion of the illumination beam departs from its
original direction and forms weak higher order diffrac-
tions on the recording plane. In most of the cases, the
intensity of zero-order diffraction is hundreds or
thousand times stronger than that of the higher order
diffraction, which is the reason why a beam-stop is

commonly used in X-ray and electronic imaging
[24–26]. Due to the limited dynamic range of detector, it
is difficult to simultaneously record the strong zero-order
and weak higher order diffractions accurately. A practical
approach adopted is to record the strong zero-order
diffraction with shorter exposure time and the weak
diffraction with longer exposure time and then combine
them together properly to get whole diffraction pattern.
Theoretically, the dynamic range of CCD camera can be
increased infinitely in this way; however, since the data
acquisition time becomes longer in this way, the stability
requirement on environment and setup increases
obviously. Another way is to disregard the inaccurate
diffraction constraint within that area in the diffraction
pattern due to either saturation or beam-stop [24–27].
The robustness of this method has been demonstrated
using numerical simulations [28]. However, the rationale
and underlying physics of this method are still not
clearly known. This paper presents a detailed mathemati-
cal model to explain why clear reconstruction can be
generated with partially saturated or blocked diffraction
intensity in some cases and finds out the condition for
this method to be adopted. It is found that only when
the size of saturated or blocked area is kept within a
minimum decided by the optical setup, the information
lost by the saturation or beam-stop can be retrieved from
its neighborhood, else no clear reconstruction can be
generated with this method. The theoretical analysis is
followed by numerical simulations and a series of
experiments are conducted to demonstrate the feasibility
of this study.

2. Theoretical analysis

According to the theory of Fresnel diffraction in Fourier
optics, when an object g(x,y) is illuminated by a light

field p(x,y), the diffraction of its exit wave after
propagating a distance z could be described by Equation
(1), where (x,y) and (u,v) represent the coordinates in the
object domain and Fourier transform domain, and the
operator notation * and FFT represent the convolution
operator and Fourier transform, respectively. The limited
target area of detector determines the presence of aperture
Rect(u,v). As shown in Equation (1), the diffraction pat-
tern is the convolution between free-space propagation of
probe P(u,v) and the spatial spectrum of object G(u,v).

For ptychography, the object g(x,y) is a weakly scat-
tering object in several cases, and thus the strong lower
order diffraction patterns on the recording plane are
mainly decided by P(u,v) and is much stronger than that
of the higher order diffractions, which contain fine struc-
tural information of the object. In practical experiments,
the exposure time should be short enough to avoid any
saturation due to the limited dynamic range of detector.
As a consequence, only very limited weak higher order
diffraction patterns are recorded. Consequently, many
fine structures of the sample cannot be identified in the
reconstructed image. This will result in getting a poor
resolution in many cases.

Figure 1(a) indicates the convolution operation
between P(u,v) and G(u,v), where the integration
∫P(u – α, v – β)G(α,β)dαdβ makes the value of G(u,v) at
any coordinate (u,v) spreads out into a range (u ± W,v
± W), where 2 W is the width is of P(u,v), and the final
diffraction patterns E(u,v) is much flatter than G(u,v).
Figure 1(b) indicates the saturation taking place in the
central region of diffraction pattern, and the section filled

Figure 1. (a) The convolution between specimen spectrum G
(u,v) and the free-space propagation of illumination P(u,v). The
width of P(u,v) is 2 W. (b) Describes the saturation in the mea-
sured data by oblique lines and indicates the case when the
width of saturation is smaller than 2 W. (The colour version of
this figure is included in the online version of the journal.)

Eðu; vÞ ¼ ejkz

jkz e
j k2zðu2þv2ÞFFT ½gðx; yÞpðx; yÞej k2zðx2þy2Þ�Rectðu; vÞ

¼ FFT ½gðx; yÞ] � fejkzjkz e
j k2zðu2þv2ÞFFT ½pðx; yÞej k2zðx2þy2Þ�g

n o
Rectðu; vÞ

¼ Gðu; vÞ � Pðu; vÞf gRectðu; vÞ
¼ RR

Gða; bÞPðu� a; v� bÞdadb� �
Rectðu; vÞ

(1)
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with oblique line indicates the range where the saturation
takes place. According to the property of convolution, if
the width of saturation is smaller than 2 W, all the
information of G(u,v) within the saturation area can still
be retrieved from the unsaturated data. In other words,
the saturation in this case does not cause any information
loss. With an appropriately strong illumination, the cen-
tral part of diffraction will be still saturated while also
making the higher order diffraction beam strong enough
to be detected. Since the higher order diffraction beam
corresponds to the fine structural information of object, it
is possible to generate better images with ptychography
using properly saturated diffraction pattern than using
unsaturated diffraction patterns. To some degree, this can
be a simplified model for the exclusive relevance
between the whole spectrum of finite object and the seg-
mental spectrum or mutilated diffraction pattern [29] and
also can account for the success of super-resolution
imaging via ptychography named SR-PIE by Maiden
[27] in 2011.

Figure 2 shows the typical setup for ptychographic
imaging, where the beam from a tiny hole with diameter
of R is used as the illumination P(r) on the sample after
propagating a distance of L1, while the specimen with
complex transmission function g(r) is stepped through
the optical axis. The specimen is addressed by g(r–δn) at
the nth position. The diffraction patterns recorded at the
distance of L2 behind the sample are In(r), n = 1…N,
respectively. The r = [x,y] is coordinate vector, and δn =
[δx,δy] is the displacement vector of specimen for the
nth position. Using a properly strong illumination, the
saturation will take place at the central region of diffrac-
tion pattern. According to the above analysis, the satu-
rated diffraction patterns can be used to reconstruct
better image than unsaturated patterns as we can properly
extract the information from the saturated data properly.
The following iterative scheme is the method used in
several researches to reconstruct the probe and object

functions with information lost in some part of the
diffraction patterns [24–27]. The iteration starts with a
suitable initial guess of specimen g11ðrÞ and probe p11ðrÞ,
and in the kth iteration:

(1) Move specimen gnk ðrÞ relative to probe accord-
ing to displacement vector δn for the nth posi-
tion and calculate the exit wave of specimen
un
k ¼ pnkðrÞgnk ðr � dnÞ before propagating it to

detector domain according to wn
k ¼ F un

k

� � ¼
F pnkðrÞgnk ðr � dnÞ
� �

, where F represents the
propagation process.

(2) Update the calculated wave wn
k by Equation (2):

~wn
k ¼

ffiffiffiffiffiffiffiffiffiffi
InðrÞ

p
wn
k

�
wn
k

�� ��
wn
k

	
r 62 c
r 2 c

(2)

where γ is the set of points in the saturated section of
recorded pattern In(r).

(3) Inverse transform the updated ~wn
k back to speci-

men domain, update and obtain the new esti-
mate of probe wave pnþ1

k ðrÞ ¼ ~pnkðrÞ and
specimen transmission function ~gnk ðr � dnÞ with
Wigner-filter-like update function below.

~gnk ðr � dnÞ ¼ gnk ðr � dnÞ þ b
pnkðrÞ

pnkðrÞ
�� ��2

max

F�1 ~wn
k

D E
� un

k


 �

(3)

~pnkðrÞ ¼ pnkðrÞ þ b
gnk ðr � dnÞ

gnk ðr � dnÞ
�� ��2

max

F�1 ~wn
k

D E
� un

k


 �
(4)

Inverse move ~gnk ðr � dnÞ according to δn for the new
estimate of specimen gnþ1

k ðrÞ in the next iteration for
(n + 1)th position. The factor β is a constant.

Figure 2. The typical arrangement of modified ePIE. The saturated pattern is recorded due to an incident wave with high intensity
and limited dynamic range of detector. The intensity distribution along the dash line is shown in the right plot.
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(4) Repeat procedure (1)–(3) for the consecutive
positions from 1 to N and obtain the modified
estimates of probe wave and transmission func-
tion of specimen, which could be regarded as
the initial estimates for (k + 1)th iteration.

The process above is repeated until gk(r) and pk(r) in
the kth iterations have been reconstructed with adequate
iterations while the lost information in In(r) could be
retrieved simultaneously.

3. Numerical simulation and performance analysis

To show the effectiveness and limitation of above recon-
struction method clearly, a series of numerical simula-
tions are carried out here. The optical arrangement is
shown in Figure 2, where the incident plane wave with

wavelength of 632.8 nm is transmitted through a hole of
0.5 mm and illuminates the sample after propagating to a
distance of L1 = 25 mm. The amplitude and phase of the
object simulated are shown in Figure 3(a) and (b),
respectively, and the amplitude and phase of the
illumination are shown in the inset picture. One hundred
diffraction patterns are recorded with a CCD of
512 × 512 pixels while this object is scanned in a grid of
10 × 10 positions. The distance between object and CCD
is 40 mm and the size of each CCD pixel is
7.4 × 7.4 μm2. The dynamic range of CCD is assumed
to be 28. In order to simplify the simulations, only Pois-
son noise, background noise, and quantization noise have
been considered in the calculations to make the simula-
tions close to the experimental reality, and the influence
of CCD saturation on the reconstruction quality is evalu-
ated with RMS error of ErrorðnÞ ¼ P

gðrÞ�j
cgnðrÞj2

.P
gðrÞj j2in nth iteration. The parameter γ is

given by c ¼ P
gðrÞg�nðrÞ

.P
gnðrÞj j2[12,19] to elimi-

nate the unavoidable constant scaling and phase shift in
ePIE algorithm.

Figure 4(a) is the calculated diffraction intensity
pattern with maximum value of 28–1 and minimum
value of zero. When the intensity of illumination is six
times stronger than that in Figure 4(a), data saturation
will take place in the central part of diffraction pattern
where the intensity has a value larger than 28–1. One
frame of this kind of saturated diffraction patterns is
shown in Figure 4(d). While comparing Figure 4(d) to
(a), we can find that higher order diffractions are
recorded in Figure 4(d). Poisson noise and extra signal

Figure 3. Amplitude (a) and phase (b) of the specimen for
simulations while the corresponding amplitude and phase of
illumination are shown in the up-right corner.

Figure 4. Unsaturated diffraction patterns (a), and the retrieved modulus image (b), and phase image (c), the partially saturated
diffraction (d), and the retrieved modulus image (e), and phase image (f ). The corresponding amplitude and phase of illumination are
shown in the up-right corner amplitude and phase images.
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randomly varying in the range 0–0.25% × (28–1) have
been added to each pixel. The reconstructions obtained
after 200 iterations are shown in Figure 4(b), (c), (e),
and (f), respectively. It is obvious that the reconstruc-
tions obtained from saturated data yield much higher res-
olution, especially the reconstructed phase image. The
final reconstruction error of Figure 4(e) is found to be
8.36 × 10−4, and the final reconstruction error of
Figure 4(b) is 1.86 × 10−2. This result matches with the
above theory very well.

According to above analysis, higher order diffraction
patterns will be recorded when the strength of illumina-
tion becomes stronger. As long as the scale of the satu-
rated area is smaller than the width of P(u,v), the
information lost in central saturated region can be
retrieved from the outside unsaturated data. Once the
scale of saturated region is larger than the width of P(u,
v), the information lost in the saturated region cannot be
fully retrieved, and then the reconstruction quality will
be degraded drastically. In other words, by slowly
increasing the strength of illumination, the reconstruction
should become better and better at the initial stage and
then suddenly become worse. To verify this expectation,
the reconstruction error changing with the increasing
illumination intensity is shown in Figure 5, where α in
the horizontal axis is the illumination enhancement ratio,
and the vertical axis is the reconstruction error. We can
find that, when α changes from 1 to 30, the reconstruc-
tion error decreases from 0.014 to 0.001 before α reaches
14. In other words, the reconstruction quality becomes
10 times better, however, when α reaches 18, the recon-
struction error suddenly increases to 0.06. According to
above analysis, this is due to the size of saturation region
exceeds the width of P(u,v) at α = 18 and the informa-
tion cannot be fully recovered anymore. In Figure 5, the

inserts are the corresponding diffraction patters with
saturations.

The robustness of the method against noise is also
investigated numerically. Figure 6(a) shows that the
change in error (RMS) with the increasing noise level
when saturated and unsaturated diffraction patterns are
used for calculations. Figure 6(b) shows another compar-
ison of error with the quantization noise.

To calculate Figure 6(a), different levels of back-
ground noise including Poisson noise and random noise
were added to the calculated intensity. We find that, with
increasing noise level, the reconstructed image always
becomes worse for both reconstructions using saturated
as well as unsaturated data. The reconstruction error with
partially saturated data (α = 6) is always much smaller
than that of the saturated data when the background
noise ratio varies from 0.125 to 4%. The same tendency

Figure 5. The reconstruction errors of differently saturated
diffraction patterns.

(a)

(b)

Figure 6. (a) Reconstruction errors changing with the
increasing background noise level while saturated data and
unsaturated dataset are used. (b) Reconstruction errors changing
with different bit depth of the detector. The insets are
corresponding distributions of retrieved amplitude (left column)
and phase (right column) in each figure.
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can also be found in the numerical simulations on the
detector bit depths as shown in Figure 6(b). That is,
while the reconstructed image always becomes better
with increasing bit depth, the reconstruction with
saturated data is always much better than that with
unsaturated data. The simulation results in Figure 6
demonstrate the practicability of the proposed method
for real experiments.

4. Experiments and results

We have performed experiments to validate the described
reconstruction method with saturated data. The wave-
length of illumination λ is 632.8 nm, and the aperture
diameter R is 0.7 mm. An 8 bits Pike-F421B CCD with
pixels of 2048 × 2048 on a 7.4 μm pitch is used to
record the diffractions. A dataset of 100 diffraction pat-
terns is recorded by automatic control system in ten min-
utes while the specimen, which is a cucurbit stem
mounted on a stage moves in a grid of 10 × 10 different
positions. Figure 7(a) shows one of the unsaturated
diffractions, and Figure 7(f) and (k) are, respectively, the
reconstructed modulus and phase images. Since the pres-
ence of higher order diffractions is quite less in the
recorded pattern, the resolution of reconstructed images
is not high, and hence, the structure of each individual
cell cannot be identified. By increasing the strength of

illumination 1.2 times, a slightly saturated diffraction
pattern is obtained which is shown in Figure 7(b). In
comparison with the images reconstructed with unsatu-
rated data, the resolution is improved obviously due to
an increase in the presence of higher order diffractions
as evidenced by the reconstructed modulus image
Figure 7(g), and the reconstructed phase image
Figure 7(l). Increasing the strength of illumination fur-
ther, by 5 times, the diffraction pattern obtained is shown
in Figure 7(c) which records more higher order diffrac-
tions. The reconstructed modulus image Figure 7(h) and
phase image Figure 7(m) are having more details, and
the structure of each individual cell can be clearly identi-
fied. However, by further increasing the strength of
illumination to 10 times, though more high-order diffrac-
tions are recorded in Figure 7(d), the reconstructed
modulus image Figure 7(i) and phase image Figure 7(n)
become blurred. According to the above analysis, this
happened because the saturation area is larger than the
width of P(u,v). Increasing the strength of illumination
further results in diffraction pattern as shown in
Figure 7(e). The respective modulus and phase images,
Figure 7( j) and (o), indicate that the reconstruction qual-
ity is seriously degraded, and almost no structure of the
specimen can be identified.

We repeated the above experiment using a resolution
test target (USAF 1951) to evaluate the resolution

Figure 7. Reconstructed images from diffraction patterns obtained with illuminations of different strength. The first row shows a set
of recorded diffraction patterns, and the second and third rows show the corresponding reconstructed amplitude and phase
distributions obtained after 200 iterations. The central bright region in each diffraction pattern in the first row indicates the saturation.
The scale bar is 200 μm in the second row and –π to π in the third row.
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improvement quantitatively. Figure 8(a)–(d) are the
recorded diffraction patterns with the strength of the
illumination increased by twofold in each case. As seen
earlier, higher order diffractions are recorded with stron-
ger illuminations. Figure 8(e)–(h) are the corresponding
reconstructed modulus images, and we can find that
Figure 8(g) has the highest resolution of about 71.84 pair
lines/mm (element 2 of group 6). Compared to
Figure 8(e), which has a resolution of 45.25 pair lines/mm
(element 4 of group 5), the resolution in Figure 8(g) is
improved by 1.6 times. As the illumination strength is
increased by eight times, the resolution degrades
seriously and almost no structural information can be
identified from the reconstruction. The reason is because
the saturation area is larger than the width of P(u,v), and
hence the lost information in the saturated region cannot
be fully recovered with Ptychography.

5. Discussion and conclusion

Neglecting the intensity constraint within the saturation
area with inaccurate intensity, information can be an
effective method to compensate the information lost due
to the occurrence of saturation on the recording plane.
This is possible due to the convolution effect between
the illumination and the object functions. The lost
information within the saturated region can be retrieved
from the unsaturated region as long as the area of the
saturated region is smaller than the scale of P(u,v). How-
ever, once the saturated region exceeds this size, the
reconstruction quality will degrade seriously since the
lost information cannot be fully retrieved. It is demon-
strated experimentally that by properly selecting the
illuminating strength and accordingly optimizing the size

of saturated area, the resolution can be easily improved
by 1.6 times in our experiments. Though the main
discussion is focused on the saturation of diffraction, the
concept can also be extended to reconstructions
with central diffractions blocked with minimum
modifications.
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